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Abstract. In this note, we will show that for a closed subanalytic subset
A ⊂ Rn, the Clarke tangential regularity of A at x0 ∈ A is equivalent to the
coincidence of the Clarke tangent cone to A at x0 with the set

L(A, x0) :=

{
ċ+(0) ∈ Rn : c : [0, 1] −→ A is Lipschitz, c(0) = x0

}
,

where ċ+(0) denotes the right-strict derivative of c at 0. The results obtained
are used to show that the Clarke regularity of the epigraph of a function may be
characterized by a new formula of the Clarke subdifferential of that function.

1. Introduction

Let A ⊂ E be a closed subset of some real normed vector space E with x0 ∈ A.
The Clarke tangent cone of A at x0 is defined by

Tc(A;x0) := lim inf
A

x→x0
t→0+

A− x

t
.

Equivalently, according to the definition of the limit inferior of a set-valued map-
ping, a vector v is a Clarke tangent vector to A at x0 if for all neighborhood V of v
there exist a neighborhood U of x0 and some λ > 0 such that for all (t, x) ∈]0, λ[×U
we have V ∩ t−1(A− x) �= ∅, that is,

(x+ tV ) ∩ A �= ∅.

When x0 /∈ A one writes by convention Tc(A, x0) = ∅.
This can be expressed in terms of sequences as follows: a vector v ∈ E is a

Clarke tangent to A at x0 iff for any sequence {xk}k of A converging to x0 and any
sequence of positive reals {tk}k converging to 0, there exists a sequence {hk}k in E
converging to v such that for all k ∈ N, xk + tkhk ∈ A.

It has been shown in [10] that each vector in the Clarke tangent cone can be
represented via a Lipschitz mapping. More precisely, the author established the
following result.

Theorem 1. Let A be a closed subset of Rn with x0 ∈ A. For any v ∈ Tc(A, x0) and
any real number l > ‖v‖, there exists a Lipschitz continuous mapping c : [0, 1] → Rn
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2 ABDERRAHIM JOURANI AND MOUSTAPHA SÉNE

with Lipschitz constant l such that

c(0) = x0, c([0, 1]) ⊂ A,

and c is right strictly differentiable at 0 with ċ+(0) = v.

This result asserts that the following inclusion holds true for any closed set
A ⊂ Rn and any x0 ∈ A:

Tc(A, x0) ⊂ L(A, x0),(1.1)

where

L(A, x0) :=

{
ċ+(0) ∈ Rn : c : [0, 1] −→ A is Lipschitz, c(0) = x0

}

and ċ+(0) denotes the right-strict derivative of c at 0, that is,

lim
t�=s→0+

c(t)− c(s)− (t− s)ċ+(0)

t− s
= 0.

In general the inclusion (1.1) is strict, as is shown by the following example.

Example 1. Let A = {(x, y) ∈ R2 : y ≥ −|x|} and x0 = (0, 0). Then the arc
c : [0, 1] −→ A defined by c(t) = t(1, 0) for all t ∈ [0, 1] is Lipschitz and right
strictly differentiable at 0. Moreover ċ+(0) /∈ Tc(A, x0).

So the reverse inclusion in (1.1) is not always true except for sets satisfying the
tangential equality

(1.2) Tc(A, x0) = K(A, x0)

together with an additional geometrical property of A. Here K(A, x0) denotes the
contingent cone, also called the Bouligand tangent cone, of the set A at x0 ∈ A,
and it is defined as the following limit superior of the set-differential quotient:

K(A, x0) := Lim
t↓0

sup
1

t
(A− x0).

Otherwise stated, a vector v ∈ K(A, x0) if and only if for any neighborhood V of v
and for any real ε > 0 one has

(x0+]0, ε[V ) ∩ A �= ∅.
When x0 /∈ A then one sets K(A, x0) = ∅. It may already be said that convex sets
as well as smooth manifolds are Clarke regular.

It is clear from the definition that

Tc(A, x0) ⊂ K(A, x0).

However for some examples of sets A, Tc(A, x0) is properly contained in K(A, x0).
For instance when A = {(x, y) ∈ R2 : y ≥ −|x|} and x0 = (0, 0), Tc(A, x0) =
{(x, y) ∈ R2 : y ≥ |x|} while K(A, x0) = A. More examples and comments can be
found in [4], and several tangential characterizations of C1 manifolds are given in
the papers [2] and [3].

Nevertheless the tangential equality (1.2) of the Clarke and Bouligand tangent
cones has many consequences of geometrical type; see [5]. It intervenes namely in
the characterization of the Clarke tangent cone at an intersection of sets; that is,
given two closed sets S1 and S2 with x0 ∈ S1∩S2, how do we compute Tc(S1∩S2)?
Unlike the contingent cone, the Clarke tangent cone does not satisfy the inclusion
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THE CLARKE REGULARITY OF SUBANALYTIC SETS 3

Tc(S1 ∩ S2, x0) ⊂ Tc(S1, x0) ∩ Tc(S2, x0) (take S1 = {(x, y) ∈ R2 : [y = x] or [x ≥
0, x2+(y+2)2 = 4]}, S2 = {(x, y) ∈ R2 : [y = x] or [x ≥ 0, x2+(y+1)2 = 1]} and
x0 = (0, 0), Tc(S1 ∩S2, x0) = {(x, x) : x ∈ R} while Tc(S1, x0) = Tc(S2, x0) = {0}).
If (1.2) is satisfied for S1 and S2 at x0 and the transversality condition

Tc(S1, x0)− Tc(S2, x0) = Rn

holds, then we have the characterization

Tc(S1 ∩ S2, x0) = Tc(S1, x0) ∩ Tc(S2, x0).

Motivated by various consequences of the equality (1.2) of the Clarke and Bouli-
gand tangent cones of the set A at x0, Clarke baptizes this property in [5] as
Clarke tangential regularity. Many inclusions for tangent and normal cones become
equalities under Clarke tangential regularity. For example, given the constraint set
S = C ∩ F−1(D) := {x ∈ C : F (x) ∈ D} where C ⊂ Rn and D ⊂ Rm are closed
sets and F : Rn −→ Rm is a strictly differentiable mapping at x0 ∈ S, with strict
derivative DF (x0), we only have in general the following inclusions:

K(S, x0) ⊂ K(C, x0) ∩DF (x0)
−1K(D,F (x0)).

As above the tangential regularity of the sets C and D at x0 and F (x0) respectively,
together with the transversality assumptionDF (x0)Tc(C, x0)−Tc(D,F (x0)) = Rm,
ensures that

Tc(S, x0) = Tc(C, x0) ∩DF (x0)
−1Tc(D,F (x0)).

Here for a set W ⊂ Rm, DF (x0)
−1(W ) := {h ∈ Rn : DF (x0)h ∈ W}.

Our aim in this paper is to characterize the Clarke tangent cone in terms of
strictly differentiable mappings. This characterization occurs under the tangential
regularity and subanalyticity of the set considered. In fact, we will establish (see
Theorem 2) that for any subanalytic set A ⊂ Rn, the tangential regularity of A at
x0 holds iff the inclusion (1.1) holds as an equality. An example is produced showing
the necessity of the subanalyticity in this characterization. The results obtained
are used to show that the Clarke regularity of the epigraph of a real-valued function
f is characterized by a new formula of the Clarke subdifferential of f .

2. Subanalytic sets

The main result states that the tangential regularity can be characterized in
terms of strictly differentiable mappings provided that the set involved is subana-
lytic.

In this section, we recall the definition and some properties of subanalytic sets.
All the definitions used here concerning semianalytic and subanalytic sets are bor-
rowed from [1].

Let M be a real analytic manifold. If U is an open set of M , let A(U) denote
the ring of real analytic functions on U .

A subset A of M is semianalytic if each a ∈ M has a neighborhood V such that

V ∩ A =

p⋃
i=1

q⋂
j=1

{x : fij(x)σij0}

where fij ∈ A(V ) and σij ∈ {=, >}.
We have the following representation of semianalytic sets.

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use



4 ABDERRAHIM JOURANI AND MOUSTAPHA SÉNE

Proposition 1 ([1]). 1. Every open semianalytic subset X of M is a finite
union of semianalytic sets of the form

{x ∈ M : fi(x) > 0, i = 1, · · · , k}

where fi ∈ A(X).
2. Every closed semianalytic subset X of M is a finite union of semianalytic

sets of the form

{x ∈ M : fi(x) ≥ 0, i = 1, · · · , k}

where fi ∈ A(X).

These sets are not stable under linear projection; that is, the linear projection
of a semianalytic set need not be semianalytic (see [1]). This is the reason why
we consider a larger class of subsets, called subanalytic, satisfying this property.
A subset X of M is subanalytic if each point of X admits a neighborhood U such
that X ∩ U is a projection of a relatively compact semianalytic set; i.e., there is a
real analytic manifold N and a relatively compact semianalytic subset A of M ×N
such that X ∩ U = π(A), where π : M ×N 
→ M is the projection.

Some very interesting properties of these sets are listed in the following propo-
sition. For the proofs the reader may consult [1].

Proposition 2 ([1]).

1. The closure of a subanalytic set is a subanalytic set.
2. The complement of subanalytic set is a subanalytic set.
3. The distance function to a subanalytic set is subanalytic.
4. The projection of a relatively compact subanalytic set is subanalytic.
5. A finite union of subanalytic sets is subanalytic.
6. A finite intersection of subanalytic sets is subanalytic.

Other characterizations of subanalytic sets can be found in [1].
The following version of the curve selection lemma for subanalytic sets [7], p. 328,

will be used in the sequel.

Lemma 1. Let E be a manifold and A be a subanalytic subset of E and let x0 ∈ Ā.
Then there exists an analytic curve c :]−1, 1] 
→ E, such that c(0) = x0 and c(t) ∈ A
for all t ∈]0, 1].

The following result gives an estimate of the distance to the Clarke tangent cone.

Proposition 3 ([6]). Let A ⊂ Rn be a closed subanalytic set containing x0. Then
there exists m > 1 such that

d(x0 − x, Tc(A, x)) + d(x− x0, Tc(A, x)) = o(‖x0 − x‖m) as x → x0 in A.

Remark 1. This proposition tells us that each differentiable mapping c :]−1, 1] 
→ E
at 0, such that c(0) = x0 and c(t) ∈ A for all t ∈]0, 1], satisfies

±ċ+(0) ∈ lim inf
t→0+

Tc(A, c(t)).

But the later inclusion does not mean that ċ+(0) ∈ T (A, x0) (see Example 1).
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3. Characterization of the Clarke regularity

The aim of this section is to give a characterization of the Clarke regularity in
terms of strictly differentiable mappings and the classical tangent cone.

We recall that v ∈ Rn is a classical tangent vector to A at x0 if for any sequence
of positive reals {tk} such that tk → 0 there exists xk(∈ A) → x0 such that
t−1
k (xk − x0) → v. The set of all the classical tangent vectors to A at x0 is called
the classical tangent cone; we will denote it by T (A, x0) so that

T (A, x0) = lim inf
t→0+

A− x0

t
.

We always have

Tc(A, x0) ⊂ T (A, x0) ⊂ K(A, x0).

In general T (A, x0) � K(A, x0). To see this take the set A = {(x, y) ∈ R2 : y =
x sin( 1x )} ∪ {(0, 0)} and x0 = (0, 0). In this paper (see Proposition 5), we will show
that the contingent and the classical cones coincide for closed subanalytic sets.

Now we state our main theorem.

Theorem 2. Let A be a closed and subanalytic subset of Rn with x0 ∈ A. Then
the following assertions are equivalent:

1. Tc(A, x0) = K(A, x0);
2. Tc(A, x0) = T (A, x0);

3. Tc(A, x0) =

{
ċ+(0) ∈ Rn : c : [0, 1] −→ A is Lipschitz, c(0) = x0

}
.

Remark 2. We have to mention that Theorem 2 remains valid for definable sets
because the main tool used here is the curve selection lemma which holds for this
class of sets (by replacing the term “analytic” by “C1”) (see [8]).

Before establishing our main theorem, we give a counterexample showing the
necessity of the subanalyticity of the set A.
Counterexample: Consider the following set in the real plan:

A = {(x, y) ∈ R2 : y = x sin(
1

x
)} ∪ {(0, 0)}.

Suppose that there exists a Lipschitz mapping v : [0, 1] → R2 such that v(t) =
(v1(t), v2(t)) ∈ A, v(0) = (0, 0) and v right differentiable at 0. We will prove that
v′1(0) = v′2(0) = 0. Suppose that v′1(0) �= 0. Then v1(t) �= 0 for t > 0 near 0. Thus
v2(t) = v1(t) sin(

1
v1(t)

) for t > 0 near 0. Dividing both sides by t and tending t to

0 we obtain

v′2(0) = v′1(0) lim
t→0+

sin(
1

v1(t)
),

so that the limit lim
t→0+

sin(
1

v1(t)
) exists, which is impossible (writing v1(t) = tv′1(0)+

o(t) and taking the sequences t1k = 1
v′
1(0)(

π
2 +2kπ) and t2k = 1

v′
1(0)(π+2kπ) , we obtain

two different values of this limit (1 and 0 respectively)). This contradiction asserts
that v′1(0) = 0 so that v′2(0) = 0. Thus, by Proposition 4, Tc(A, (0, 0)) = {(0, 0)},
and by a simple calculation we obtain T (A, (0, 0)) = {(0, 0)}. This shows that items
2 and 3 of Theorem 2 hold. However item 1 of Theorem 2 does not hold since the
contingent cone K(A, (0, 0)) contains the line R(1, 1).
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6 ABDERRAHIM JOURANI AND MOUSTAPHA SÉNE

Inspired by this counterexample, the following example shows the difference be-
tween the Clarke tangent cone, the contingent cone and the set on the right hand
side of the equality in assertion 3 of Theorem 2.

Example 2. Let A = epi f be the epigraph of the function f defined by

f(x) =

{
x sin 1

x if x �= 0,
0 if x = 0

and let x0 = (0, 0). Then

- Tc(A, x0) = {0} × R+, K(A, x0) = R× R+ and
- {ċ+(0) ∈ R2 : c : [0, 1] −→ A is Lipschitz, c(0) = x0} = {(h, r) ∈ R2 :
|h| ≤ r}.

The proof of this theorem is a consequence of a series of propositions that will be
established in the sequel. We begin with the following generalization of Theorem 1
for ball-compact sets in Banach spaces whose proof is similar to that of Theorem
3.1 in [10], and hence it is omitted. Let us recall that A is ball-compact if for all
r > 0, the set rBn ∩ A is relatively compact. Here Bn denotes the closed unit ball
of Rn.

Proposition 4. Let E be a Banach space and A be a ball-compact subset of E
containing x0. Then for any v ∈ Tc(A, x0) there exists a Lipschitz continuous
mapping z : [0, 1] −→ E which is strictly differentiable at 0 such that

z(0) = x0, z([0, 1]) ⊂ A, ż(0) = v.

In the sequel, we shall use the following notation:
(3.1)

A(x0) =

{
p′(0)

‖p′(0)‖ : p : [0, 1] −→ Rn, analytic with p([0, 1]) ⊂ A, p(0) = x0

}
.

Let’s prove the following result.

Proposition 5. Let A be a closed subanalytic subset of Rn with x0 ∈ A. Then the
following holds:

A(x0) = T (A, x0) ∩ Sn = K(A, x0) ∩ Sn.

Consequently,
T (A, x0) = K(A, x0).

Here Sn denotes the unit sphere of Rn.

Proof. The proof of the proposition is similar to that given in [9]. Let v ∈ A(x0).
From (3.1) we have

v = lim
t↓0

p(t)− p(0)

‖p(t)− p(0)‖
where p : [0, 1] −→ Rn is analytic with p([0, 1]) ⊂ A, p(0) = x0.

Let {tk}k ⊂ (0, 1) such that tk → 0 as k → +∞, and define hk = p(tk)−p(0)
‖p(tk)−p(0)‖ .

We have hk → v, further

p(tk)− p(0)

tk
= hk

‖p(tk)− p(0)‖
tk

−→ ‖p′(0)‖v.

This yields that ‖p′(0)‖v ∈ T (A, x0). Since T (A, x0) is a cone, we have v ∈ T (A, x0).
It follows that A(x0) ⊂ T (A, x0). Therefore since T (A, x0) is closed we have

A(x0) ⊂ T (A, x0) ∩ Sn.
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Pick v ∈ K(A, x0) with ‖v‖ = 1. Fix ε > 0. Then there exist sequences
{tk}k ⊂ (0, 1), with lim tk = 0, and xk(∈ A) → x0 such that lim xk−x0

tk
= v:

lim
xk − x0

‖xk − x0‖
= lim

xk − x0

tk
· lim tk

‖xk − x0‖
= v.

This implies that there exists k0 ∈ N such that∥∥∥∥ xk − x0

‖xk − x0‖
− v

∥∥∥∥ < ε, ∀ k ≥ k0.

Now consider the set

Aε =

{
x ∈ A \ {x0} :

∥∥∥∥v − x− x0

‖x− x0‖

∥∥∥∥ < ε

}
.

Then Aε = A∩Bε where Bε = {v ∈ Rn : ‖v‖x−x0‖−x+x0‖ < ε‖x−x0‖. Since Bε

is a subanalytic (semialgebraic) set, Proposition 1 ensures that Aε is subanalytic.
Therefore by considering the sequence {xk}k≥k0

and the subanalytic set Aε we
have {xk}k≥k0

⊂ Aε and xk −→ x0. It follows that x0 ∈ Āε \ Aε ⊂ ∂Aε. Hence
using the curve selection Lemma 1 for subanalytic sets, there exists an analytic
curve pε : [0, 1] −→ Rn such that pε(t) ∈ Aε ∀ t ∈ (0, 1] and pε(0) = x0.

This implies that

pε(t)− pε(0)

‖pε(t)− pε(0)‖
∈ B(v, ε) ∀ t ∈ (0, 1],

where B(v, ε) := {x ∈ Rn : ‖x− v‖ < ε}. Taking the limit when t → 0 we get

p′ε(0)

‖p′ε(0)‖
∈ B(v, ε).

From this analysis, we deduce that for all ε > 0, A(x0) ∩B(v, ε) �= ∅. This implies

that v ∈ A(x0). Therefore

T (A, x0) ∩ Sn ⊂ A(x0).

So we conclude that

T (A, x0) ∩ Sn = A(x0).

This completes the proof. �

Proposition 6. Let A be a closed subset of Rn and x0 ∈ A. Assume that Tc(A, x0)
= T (A, x0); then

Tc(A, x0) =

{
ċ+(0) : c : [0, 1] −→ A, Lipschitz, c(0) = x0

}

=

{
c′+(0) : c : [0, 1] −→ A, Lipschitz, c(0) = x0

}
,

where

c′+(0) = lim
t→0+

c(t)− c(0)

t
.

Proof. The first inclusion comes from Theorem 1. Let’s prove the reverse inclusion.
Given v = ċ+(0), with c : [0, 1] −→ A a Lipschitz mapping satisfying c(0) = x0,
and {tk}k ⊂ (0, 1) such that lim tk = 0. Put xk = c(tk) for all integers k. Then
we have xk ∈ A and lim xk−x0

tk
= v. So v ∈ T (A, x0), that is, v ∈ Tc(A, x0). This

proves the second inclusion. �
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8 ABDERRAHIM JOURANI AND MOUSTAPHA SÉNE

Let’s prove the converse of the above result for closed subanalytic subsets.

Proposition 7. Let A be a closed subanalytic subset of Rn and x0 ∈ A. Assume
that

Tc(A, x0) =

{
ċ+(0) : c : [0, 1] −→ A, Lipschitz, c(0) = x0

}
.

Then Tc(A, x0) = K(A, x0).

Proof. Proposition 5 asserts that

A(x0) = K(A, x0) ∩ Sn,

so it is enough to show that A(x0) ⊂ Tc(A, x0). Indeed, as all analytic mappings are
Lipschitz continuous on bounded sets, we deduce that for p : [0, 1] → A analytic,
p(0) = x0, we have, because of our assumption, p′(0) ∈ Tc(A, x0). Since Tc(A, x0)

is a cone p′(0)
‖p′(0)‖ ∈ Tc(A, x0) ∩ Sn. This implies that

A(x0) ⊂ Tc(A, x0) ∩ Sn.

But Tc(A, x0) ∩ Sn is closed, so

A(x0) ⊂ Tc(A, x0) ∩ Sn.

From Proposition 5 we deduce that

K(A, x0) ∩ Sn ⊂ Tc(A, x0) ∩ Sn.

It ensues that K(A, x0) ⊂ Tc(A, x0). The reverse inclusion being always true we
have

K(A, x0) = Tc(A, x0).

This completes the proof. �

Let us now deduce the proof of Theorem 2.

Proof of Theorem 2. Assume that item 1 holds, that is, Tc(A, x0) = K(A, x0). By
definition we have

Tc(A, x0) ⊂ T (A, x0) ⊂ K(A, x0).

Therefore Tc(A, x0) = T (A, x0). So 1 ⇒ 2. Suppose that Tc(A, x0) = T (A, x0). By
Proposition 6 we have

Tc(A, x0) =

{
c′+(0) : c : [0, 1] −→ A, Lipschitz, c(0) = x0

}
.

Therefore 2 ⇒ 3. Suppose now that item 3 holds. Proposition 7 implies that
Tc(A, x0) = K(A, x0). So 3 ⇒ 1.

In conclusion 1 ⇔ 2 ⇔ 3 and the proof is completed. �

4. Characterization of the Clarke subdifferential

The negative polar cone Nc(A, x0) of the Clarke tangent cone Tc(A, x0) is the
Clarke normal cone to A at x0 ∈ A, that is,

Nc(A, x0) =
(
Tc(A, x0)

)0
:= {v ∈ X : 〈v, h〉 ≤ 0 ∀h ∈ TC(A, x0)}.

As usual, Nc(A, x0) = ∅ if x0 /∈ A. Through that normal cone, the Clarke subdif-
ferential of the function f : X → R ∪ {+∞} is defined by

(4.1) ∂f(x0) := {v ∈ X : (v,−1) ∈ Nc (epi f, (x0, f(x0)))} ,
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THE CLARKE REGULARITY OF SUBANALYTIC SETS 9

where epi f := {(y, r) ∈ Rn × R : f(y) ≤ r} is the epigraph of f . When the
function is finite and locally Lipschitzian around x0, the Clarke subdifferential is
characterized (see [5]) in the following simple and amenable way:

∂f(x0) = {v ∈ X : 〈v, h〉 ≤ f◦(x0;h) ∀h ∈ Rn},

where

f◦(x0;h) := lim sup
(t,x)→(0+,x0)

t−1 [f(x+ th)− f(x)]

is the generalized directional derivative of the locally Lipschitzian function f at x0

in the direction h ∈ Rn. The function f◦(x0; ·) is in fact the support function of
∂f(x0).

Using our main theorem, we will establish that the Clarke regularity of the
epigraph of f may be characterized by a new formula of the Clarke subdifferential
of f .

Theorem 3. Let f : X → R ∪ {+∞} be a locally Lipschitzian function around x0

whose epigraph is a subanalytic set. Then the following assertions are equivalent:

1. epi f is Clarke regular at (x0, f(x0)),
2. ∂f(x0) = {x∗ ∈ Rn : 〈x∗, c′1(0)〉 ≤ c′2(0) ∀(c1, c2) ∈ Lf (x0)}, where

Lf (x0) := {(c1, c2) : [0, 1] 
→ epi f Lipschitz function which is right

strictly differentiable at 0 with c1(0) = x0, c2(0) = f(x0)}.

Proof. The proof uses the following fact : Since f is locally Lipschitzian around x0,

(4.2) (x∗, β) ∈ Nc(epi f, (x0, f(x0)) =⇒ β ≤ 0 and (β = 0 ⇒ x∗ = 0).

Indeed using the relation Tc(epi f, (x0, f(x0))) = epi f◦(x0; ·) (see [5]), we have
〈(x∗, β), (h, f◦(x0;h)+ε)〉 ≤ 0 for all h ∈ X and ε > 0. That is, 〈x∗, h〉+βf◦(x0;h)+
βε ≤ 0. Taking h = 0 we get βε ≤ 0, so β ≤ 0. Now if β = 0 we have 〈x∗, h〉 ≤ 0
for all h ∈ X. This implies that x∗ = 0.

1 ⇒ 2: It is a consequence of the geometric characterization (4.1) of the Clarke
subdifferential.

2 ⇒ 1: Suppose that there exist (h̄, ᾱ) ∈ K(epi, (x0, f(x0))) and (h̄, ᾱ) /∈
Tc(epi, (x0, f(x0))). We may assume that ‖(h̄, ᾱ)‖ = 1. By the separation the-
orem there exist v ∈ Rn, β ∈ R and γ ∈ R, with (v, β) �= 0, such that

〈v, h〉+ βα ≤ γ < 〈v, h̄〉+ βᾱ ∀(h, α) ∈ Tc(epi, (x0, f(x0)))

or equivalently

(v, β) ∈ Nc(epi f, (x0, f(x0)) and 0 ≤ γ < 〈v, h̄〉+ βᾱ.(4.3)

Using the observation (4.2) and the fact that (v, β) �= 0, we may assume that
β = −1. This yields that v ∈ ∂f(x0). By 2), we have

(4.4) 〈v, c′1(0)〉 ≤ c′2(0) ∀(c1, c2) ∈ Lf (x0).

By Proposition 5, there exists a sequence (p1k, p2k)k of analytic mappings (p1k, p2k) :
[0, 1] 
→ epif with p1k(0) = x0, p2k(0) = f(x0) and such that

lim
k→+∞

(p′1k(0), p
′
2k(0))

‖(p′1k(0), p′2k(0))‖
= (h̄, ᾱ).
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Since (p1k, p2k) ∈ Lf (x0), relation (4.4) ensures that

〈(v,−1),
(p′1k(0), p

′
2k(0))

‖(p′1k(0), p′2k(0))‖
〉 ≤ 0,

and passing to the limit, we get

〈(v,−1), (h̄, ᾱ)〉 ≤ 0.

This inequality contradicts the last part of relation (4.3), and the proof is completed.
�

5. Concluding remarks

In this paper, we have showed the fundamental role that the curve selection
lemma plays in the characterization of the Clarke regularity. This lemma is related
to the geometry of the set considered, and this geometry is due to the subana-
lyticity or, more generally, to the o-minimality properties. This regularity is also
preserved for any strictly differentiable sets. The following example shows that
Fréchet differentiability is not enough to guarantee this property.

Example 3. Consider the function f : R 
→ R defined by

f(x) =

{
x2 sin 1

x if x �= 0,
0 if x = 0.

Then f is Fréchet differentiable but not strictly differentiable at 0. Let A = epi f
and x0 = (0, 0). Then Tc(A, x0) = {(h, α) ∈ R2 : |h| ≤ α} whileK(A, x0) = R×R+.

Remark 3. This example can be used to show that both members of the assertion
2 of Theorem 3 are different. Indeed, ∂cf(0) = [−1, 1] while the right hand side
is exactly {0}. Even in the semialgebraic situation, without Clarke regularity, the
equality in that assertion does not hold (take f(x) = −|x|).

Remark 4. The implication 1 ⇒ 2 in Theorem 3 holds true for any lower semicon-
tinuity and without the subanalyticity property. This is due to the fact that for
any closed set A ⊂ Rn and any x0 ∈ A, the inclusions hold (see Proposition 4):

Tc(A, x0) ⊂
{
ċ+(0) ∈ Rn : c : [0, 1] −→ A is Lipschitz, c(0) = x0

}
⊂ K(A, x0).

Remark 5. For any locally Lipschitzian function f : Rn 
→ R around x0 (whose
epi f is not necessarily subanalytic), assertion 2 of Theorem 3 is equivalent to the
following one:

Tc(epi f, (x0, f(x0))) =
{
ċ+(0) : c := (c1, c2) : [0, 1] 
→ epi f Lipschitz

function with c(0) = (x0, f(x0))
}
.(5.1)

This equivalence is due to Proposition 4, the polarity property and the geometric
characterization (4.1) of the Clarke subdifferential. Indeed, it suffices to establish
the implication 2 ⇒ (5.1). We will show that Nc(epi f, (x0, f(x0))) ⊂ A0, where A
is the set on the right hand side of (5.1). Let (x∗, β) ∈ Nc(epi f, (x0, f(x0))).

Using the observation (4.2), we may assume that β < 0. Then (−x∗

β ,−1) ∈
Nc(epi f, (x0, f(x0))) or equivalently −x∗

β ∈ ∂f(x0). Using 2, we obtain

〈x∗, h〉+ βα ≤ 0 ∀(h, α) ∈ A,
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which is equivalent to saying that (x∗, β) ∈ A0. Thus

Nc(epi f, (x0, f(x0))) =
(
Tc(epi f, (x0, f(x0)))

)0 ⊂ A0

or equivalently A ⊂ Tc(epi f, (x0, f(x0))). To conclude, it suffices to apply Propo-
sition 4.
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Senegal

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use

http://www.ams.org/mathscinet-getitem?mr=972342
http://www.ams.org/mathscinet-getitem?mr=2956951
http://www.ams.org/mathscinet-getitem?mr=3145781
http://www.ams.org/mathscinet-getitem?mr=3025303
http://www.ams.org/mathscinet-getitem?mr=709590
http://www.ams.org/mathscinet-getitem?mr=2376047
http://www.ams.org/mathscinet-getitem?mr=1074006
http://www.ams.org/mathscinet-getitem?mr=1644089
http://www.ams.org/mathscinet-getitem?mr=2599911
http://www.ams.org/mathscinet-getitem?mr=778151

	1. Introduction
	2. Subanalytic sets
	3. Characterization of the Clarke regularity
	4. Characterization of the Clarke subdifferential
	5. Concluding remarks
	Acknowledgments
	References

