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Abstract. We consider a nonsmooth multiobjective optimization problems re-
lated to a new general preference between infinite dimensional Banach spaces.
This preference contains preferences given by generalized Pareto as well as those
given by an utility function. We use the concepts of compactly epi-Lipschitzian
sets and strongly compactly Lipschitzian mappings to derive Lagrange multipliers
of Karush-Kuhn-Tucker type and Fritz-John type in terms of the Ioffe-approximate
subdifferentials.
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1 Introduction

In this paper we shall obtain existence of Lagrange multipliers for multi-
objective optimization problems in Banach spaces with a general preference.
The problem that we consider here is of the form

(P )





min f(x)
subject to
x ∈ C and g(x) ∈ D

where f : X 7→ Z and g : X 7→ Y are mappings, X, Y and Z are Banach
spaces and C ⊂ X and D ⊂ Y are closed sets.
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Historically, the concept of preference appeared in the value theory in eco-
nomics. Many authors in the early studies often defined the preference by
an utility function, i.e, given a preference whether its always possible to find
an utility function that can determine the preference.
In [8] the author proved, in finite dimension, that a preference ≺ determined
by a continuous utility function if and only if for any x the sets

{y : x ≺ y} and {y : y ≺ x} are closed. (1)

This theorem is not general and besides this it is an existence theorem (i.e
do not provide methods for determining utility function) and there are some
useful preference that does not satisfy (1).
Always in a historical context, when Kuhn and Tucker proved the Kuhn-
Tucker theorem in 1950, which gives necessary conditions for the existence
of an optimal solution to a nonlinear programming problem, they launched
the theory of nonlinear programming. Karush derived a result that was com-
parable to the Kuhn-Tucker theorem. Like Karush, Fritz-John looked at the
finite-dimensional case and formulated a result that later was acknowleged
as a version of Kuhn-Tucker theorem.
For nonsmooth multiobjective optimization problem, necessary optimality
conditions can be established under various qualification conditions (con-
straint qualification conditions). Among well known qualification conditions
are the Guignard qualification, Slater qualification, linear objective qualifi-
cation, Mangasarian-Fromovitz qualification, Robinson qualification, Zowe
qualification and Kurcyusz qualification. It has been shown that the last
three ones imply the metric regularity, and hence Calmness, of the corre-
sponding set-valued mappings expressing feasibility.
Many works devoted qualification conditions to ensuring the nonvacuity and
boudedness of Lagrange multipliers sets of Kuhn-Tucker type ([10], [11], [23],
[34], [43] and [40]), or to study differential stability of a marginal function
in nonlinear programs ([12], [35] and [38]) and or to obtain subdifferential
calculus rules.

Problem (P ) is studied in finite or infinite dimensional spaces. For deriv-
ing necessary conditions, some authors involved locally Lipschitz functions
([17],[28], [30] and [41]) others consider strongly compactly Lipschitzian func-
tions ([10] and [13]), using Ekeland’s variational principle [9] and assuming
that D is a closed convex cone with nonempty interior or D = D1×{0} with
{0} ⊂ Rn and D1 a closed convex cone with nonempty interior.

Involving the approximate subdifferential, the authors in [24] derived La-
grange multipliers of Fritz-John type and Kuhn-Tucker type for problem (P )
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in Banach spaces by assuming that D is epi-Lipschitz like [3] and [4] and in
[27] by assuming that D is compactly epi-Lipschitzian.

In this paper, which appear in the Bellaassali Phd Thesis [1], we give a regu-
larity definition of preferences. We use calmness qualification (i.e. calmness
or pseudo-upper Lipschitz continuity of set-valued mappings [36], [39]) and
compactly epi-Lipschitzian notion of Borwein and Strojwas [4], [5] and [6],
to show the existence of Karush-Kuhn-Tucker Lagrange multipliers in terms
of the approximate subdifferential for multiobjective optimization problem
with a general preference, and from this result we derive some examples.
The noncalmness case is treated and gives Fritz-John Lagrange multipliers
of problem (P ). Our result is applied to produce necessary optimality con-
ditions for problems of type

min
x∈X

F (x)

where F : X → Y is a set-valued mapping with closed graph.

The paper is organized as follows. Section 2 contains the key definitions and
some useful results. Section 3 shows the existence of Karush-Kuhn-Tucker
Lagrange multipliers for problem (P ). Some examples of preferences are
given. Section 4 is devoted to Fritz-John Lagrange multipliers of problem
(P ). Section 5 is concerned with Lagrange multipliers for single-objective
programs. Section 6 is concerned with differentiable case.

2 Approximate subdifferentials and prelimi-

naries

Throughout we shall assume that X, Y and Z are Banach spaces, X∗,
Y ∗ and Z∗ are their topological duals and 〈·, ·〉 is the pairing between the
spaces. We denote by BX , BX∗ , · · · the closed unit balls of X, X∗, · · · . By
d(·, S) we denote the usual distance function to the set S

d(x, S) = inf
u∈S

‖x− u‖.

We write x
f−→x0 and x

S→ x0 to express x → x0 with f(x) → f(x0) and
x → x0 with x ∈ S, respectively.
If f is an extended-real-valued function on X, we write for any subset S of
X
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fS(x) =

{
f(x) if x ∈ S,
+∞ otherwise.

The function

d− f(x, h) = lim inf
u→h
t↓0

t−1(f(x + tu)− f(x))

is the lower Dini directional derivative of f at x and the Dini ε-subdifferential
of f at x is the set

∂−ε f(x) = {x∗ ∈ X∗ : 〈x∗, h〉 ≤ d−f(x; h) + ε‖h‖,∀h ∈ X}

for x ∈ Domf and ∂−ε f(x) = ∅ if x /∈ Domf, where Domf denotes the
effective domain of f. For ε = 0 we write ∂− f(x).
By F(X) we denote the collection of finite dimensional subspaces of X. The
approximate subdifferential and the singular approximate subdifferential of
f at x0 ∈ Domf are respectively defined by the following expressions (see
Ioffe [18] and [19])

∂f(x0) =
⋂

L∈F(X)

lim sup

x
f−→x0

∂−fx+L(x) =
⋂

L∈F(X)

lim sup

x
f−→x0
ε↓0

∂−ε fx+L(x)

and
∂∞f(x0) =

⋂

L∈F(X)

lim sup

x
f−→x0
ε↓0
λ↓0

λ∂−ε fx+L(x)

where
lim sup

x
f−→x0
ε↓0

∂−ε fx+L(x) =

{x∗ ∈ X∗ : x∗ = w∗ − lim x∗i , x
∗
i ∈ ∂−εi

fxi+L(xi), xi
f→x0, εi ↓ 0},

that is, the set of w∗-limits of all such nets. The approximate normal cone
to a closed set S ⊂ X at x0 ∈ S is defined by

NA(S, x0) = ∂ΨS(x0)

where ΨS is the indicator function of the set S, that is ΨS(x) = 0 if x ∈ S
and ΨS(x) = +∞ if x /∈ S. In [18], Ioffe obtained the following geometrical
characterizations

∂f(x0) = {x∗ ∈ X∗ : (x∗,−1) ∈ NA(epif, (x0, f(x0))}. (2)

4



∂∞f(x0) = {x∗ ∈ X∗ : (x∗, 0) ∈ NA(epif, (x0, f(x0))}. (3)

where epif denotes the epigraph of f , that is,

epif = {(x, r) ∈ X × R : f(x) ≤ r}.

It is easily seen that the set-valued mapping x → ∂f(x) is upper semicontin-
uous in the following sense

∂f(x0) = lim sup
x

f→x0

∂f(x)

and in [18] and [19] Ioffe has shown that when S is a closed subset of X and
x0 ∈ S

∂d(x0, S) =
⋂

L∈F(X)

lim sup

x
S−→x0
ε↓0

∂−ε dx+L(x, S) ∩ (1 + ε)BX∗ . (4)

The (G-)normal cone N(S, x0) to S at x0 ∈ S is defined by

N(S, x0) =
⋃

λ>0

λ∂d(x0, S).

For x0 /∈ S we set N(S, x0) = ∅.
In [21], the second author established that the approximate normal cone and
the normal cone coincide for compactly epi-Lipschitzian sets (see Section 3
for the definition).
It is also well known that the approximate subdifferential coincides with
the limiting Fréchet subdifferential, initiated by Kruger and Mordukhovich
(see [32]) and references therein), for locally Lipschitzian function in weakly
compactly generated Asplund spaces (see [33]). Note that this result has
been extended in [21] to lower semicontinuous functions whose epigraph is
compactly epi-Lipschitzian.
In the sequel we shall need the following class of mappings between Banach
spaces.

Definition 2.1 [37]. A mapping g : X 7→ Y is said to be strongly compactly
Lipschitzian (s.c.L.) at a point x0 if there exist a set-valued mapping R : X 7→
2Comp(Y ), where Comp(Y ) denotes the set of all norm compact subsets of
Y , and a function r : X ×X → R+ satisfying
(i) lim

x→x0
h→0

r(x, h) = 0,
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(ii) there exists α > 0 such that

t−1[g(x + th)− g(x)] ∈ R(h) + ‖h‖r(x, th)BY

for all x ∈ x0 + αBX , h ∈ αBX and t ∈]0, α[,
(iii) R(0) = {0} and R is upper semicontinuous.

It can be shown [37] that every s.c.L. mapping is locally Lipschitzian. In
finite dimensions the concepts coincide.
Recently we have developped in [26] a chain rule for this class of mappings.
Let us note that this chain rule has been obtained before by Ioffe in [19] for
maps with compact prederivatives.

Theorem 2.1 [26]. Let g : X → Y be a s.c.L. mapping at x0 and let
f : Y → R be a locally Lipschitz function at g(x0). Then f ◦ g is locally
Lipschitz at x0 and

∂(f ◦ g)(x0) ⊂
⋃

y∗∈∂f(g(x0))

∂(y∗ ◦ g)(x0).

To complete this section we note the following property of s.c.L. mappings
which is a direct consequence of Proposition 2.3 in [27].

Proposition 2.1 Let g : X → Y be s.c.L. at x0 and let (y∗i ) any bounded
net of Y ∗ which w∗−converges to zero in Y ∗ and let (xi) be a net norm-
converging to x0 in X. If x∗i ∈ ∂(y∗i ◦ g)(xi), then (x∗i ) w∗-converges to zero
in X∗.

3 Karush-Kuhn-Tucker Lagrange multipliers

We start by recalling some of the prominent Lipschitz properties formu-
lated for set-valued mappings. Let M : Y 7→ X be a set-valued mapping. M
is said to have the Aubin property at some (ȳ, x̄) in the graph of M , if there
exist neighborhoods Y and X of ȳ and x̄ as well as some K > 0 such that

d(x,M(y)) ≤ K‖y − y′‖ ∀y, y′ ∈ Y ∀x ∈ M(y′) ∩ X .

Fixing one of the y−parameters as ȳ in the definition of the Aubin property,
yields the calmness ([36]) of M at (ȳ, x̄):

d(x,M(ȳ)) ≤ K‖y − ȳ‖ ∀y ∈ Y ∀x ∈ M(y) ∩ X .
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Obviously, the Aubin property implies calmness whereas the converse is not
true (e.g. M(y) = {x : x2 ≥ y}).

Before giving sufficient conditions for calmness for a special class of set-valued
mappings, let us recall the following notion by Borwein and Strojwas [4], [5]
and [6]. A set S ⊂ X is said to be compactly epi-Lipschitzian at x0 ∈ S if
there exist γ > 0 and a norm compact set H ⊂ X such that

S ∩ (x0 + γBX) + tγBX ⊂ S − tH, for all t ∈]0, γ[.

Theorem 3.1 Let D ⊂ Y and C ⊂ X be two closed subsets and g : X → Y
be a s.c.L. mapping at x̄ ∈ C ∩ g−1(D). Suppose that D is compactly epi-
Lipschitz at g(x0). Suppose also that the following regularity condition holds
at x̄

[y∗ ∈ ∂d(g(x̄), D) and 0 ∈ ∂(y∗ ◦ g + d(·, C))(x̄)] =⇒ y∗ = 0.

Then the set-valued mapping M : Y 7→ X defined by

M(y) = {x ∈ C : y ∈ −g(x) + D}

has the Aubin property at the point (0, x̄) and hence it is calm at this point
or equivalently for some real numbers a ≥ 0 and r > 0

d(x,C ∩ g−1(D)) ≤ a[d(g(x), D) + d(x,C)]

for all x ∈ x̄ + rBX .

Proof. See Jourani and Thibault [27].♦
Note that new “boundary” conditions for calmness for this class of set-valued
mappings in finite dimension have been discovered in [15]. Similar conditions
have been presented in [14] for convex systems in infinite dimensional situa-
tion.
Using the definition of the approximate subdifferential we can easily get the
following proposition.

Proposition 3.1 Suppose that g is s.c.L. at x̄ ∈ C ∩ g−1(D) and that the
set-valued mapping M in Theorem 3.1 is calm at (0, x̄). Then

∂d(·,M(0)) ⊂
⋃

y∗∈N(D, g(x̄))

∂(y∗ ◦ g)(x̄) + N(C, x̄).
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Our aim in this section is to show how to use calmness to obtain the existence
of Karush-Kuhn-Tucker Lagrange multipliers for multiobjective optimization
problems with a general preference. The problem that we will consider is of
the form

(P )





min f(x)
subject to
x ∈ C and g(x) ∈ D

where f : X 7→ Z and g : X 7→ Y are mappings and C ⊂ X and D ⊂ Y are
closed sets.
Let ≺ be a nonreflexive preference for vector in Z. Let x̄ be a feasible point
for (P ). We say x̄ is a solution to problem (P ) provided that there exists no
other feasible point x for (P ) such that f(x) ≺ f(x̄).
For any z ∈ Z we denote L(z) := {z′ ∈ Z : z′ ≺ z}.
Then x̄ is a solution to (P ) if and only if f(C ∩ g−1(D)) ∩ L(f(x̄)) = ∅.
We need the following regularity assumptions on the preference.

Definition 3.1 We say that a preference ≺ is regular at z ∈ Z provided that
(D1) for any u ∈ Z near z, u ∈ clL(u);
(D2) for any u and w near z satisfying u ≺ z, w ∈ clL(u) we have w ≺ z;
(D3) there exists a locally compact cone K∗ in Z∗ such that for any nets
zi, z

′
i → z in Z

N(clL(zi), z
′
i) ⊂ K∗.

Recall that a set K∗ in Z∗ is weak-star locally compact if every point of K∗

lies in a weak-star open set V such that cl∗(V ) ∩ K is weak-star compact.
The first important property of these cones has been established by Loewen
in [29] in a reflexive Banach space (but the proof works in any Banach space).
He showed that if (z∗i ) is a net in a locally compact cone K∗ then

(z∗i ) weak-star converges to 0 iff it converges in norm to 0.

Note that our assertion (D3) always holds in finite dimensional situation.
Our definition of regularity differs from that introduced by Zhu [42]. Indeed
the definition in [42] was given in finite dimensional spaces and assumed in
addition to (D1) and (D2) the following one : for any sequences zn, z

′
n → z

lim sup
n→∞

N(clL(zn), z′n) ⊂ N(clL(z̄), z̄).

Unfortunately, contrary to what it is indicated in [42], the Zhu’s regularity
does not hold for a preference determined by an utility function.
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Example 3.1 [2] Let u : R2 → R be an utility function defined by u(x, y) =
|x| − |y|. Then N(L(0), 0) = {(x, y) ∈ R2 : |x| = |y|} while ∪λ>0λ∂u(0, 0) =
∪λ>0λ([−1, 1] × {−1, 1}). So that the preference is not regular in the sense
by Zhu [42], but it is regular in the sense of Definition 3.1 (see Proposition
3.2).

For this reason we introduce the cone

Ñ(clL(z), z) := w∗ − lim sup
z′′,z′→z

N(clL(z′′), z′).

Note that for the preference in Example 3.1 we have

Ñ(clL(0), 0) = ∪λ≥0λ([−1, 1]× {−1, 1}).

Throughout the rest of this section, we make the following standing assump-
tion: f and g are s.c.L. at x̄. Our main result of this section is the following.

Theorem 3.2 Let x̄ be a solution to problem (P ). Suppose the preference
≺ is regular at f(x̄) and the set-valued mapping M : Y 7→ X, defined by
M(y) = {x ∈ C : y ∈ −g(x) + D}, is calm at (0, x̄). Then there exist
z∗ ∈ Ñ(cl(L(f(x̄)), f(x̄)), with z∗ 6= 0, and y∗ ∈ N(D, g(x̄)) such that

0 ∈ ∂(z∗ ◦ f)(x̄) + ∂(y∗ ◦ g)(x̄) + N(C, x̄).

Proof. Let (θk) be a sequence in Z such that

θk ≺ f(x̄) and ‖ θk − f(x̄) ‖< 1

k2
.

Define the sets Θ := cl(L(θk)) and Γ = C ∩ g−1(D) and the function

h(x, θ) =

{ ‖ f(x)− θ ‖ if ∈ B(x̄, s1),
+∞ otherwise.

where s1 is such that f and g are Lipschitzian on B(x̄, s1) with constant
kf = kg. Because of (D1), (x̄, θk) ∈ Γ×Θ and hence

h(x̄, θk) ≤ inf
(x,θ)∈Γ×Θ

h(x, θ) +
1

k2
.

So, since Γ and Θ are closed and h is lower semicontinuous, Ekeland’s vari-
ational principle produces (xk, γk) ∈ Γ×Θ such that

‖ xk − x̄ ‖ + ‖ θk − γk ‖< 1

k
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h(xk, γk) ≤ h(x, θ) +
1

k
(‖ x− xk ‖ + ‖ θ − γk ‖ ∀(x, θ) ∈ Γ×Θ.

As h is locally Lipschitzian around (xk, γk) we get for (x, θ) near (xk, γk)

h(xk, γk) ≤ h(x, θ) +
1

k
(‖ x− xk ‖ + ‖ θ − γk ‖)

+(kf + 2)[d(x, Γ) + d(θ, Θ)]

and hence

(0, 0) ∈ ∂h(xk, γk) + (kf + 2)[∂d(xk, Γ)× ∂d(γk, Θ)] +
1

k
(BX∗ ×BZ∗).

As x̄ is a local solution to problem (P ), then by (D2), and the choice of θk

one has γk 6= f(xk). Since f is s.c.L., Theorem 2.1 implies that

∂h(xk, γk) ⊂
⋃

‖z∗‖=1

(∂(z∗ ◦ f)(xk)× {−z∗}).

Thus there are z∗k ∈ Z∗ with ‖ z∗k ‖= 1 and (a∗k, b
∗
k) ∈ 1

k
B such that

a∗k ∈ ∂(z∗k ◦ f)(xk) + (kf + 2)∂d(xk, Γ)

b∗k + z∗k ∈ (kf + 2)∂d(γk, clL(θk))).

Now, extracting subnet if necessary, we may suppose, using (D3) and Propo-
sition 2.1, z∗k → z∗, with z∗ 6= 0,

0 ∈ ∂(z∗ ◦ f)(x̄) + (kf + 2)∂d(x̄, Γ)

z∗ ∈ Ñ(cl(L(f(x̄))), f(x̄)).

So the proof is terminated by applying Proposition 3.1.♦
In the remainder of this section, we will examine few examples.

Example 3.2 (Generalized Pareto) Let K ⊂ Z be a convex cone with K0

locally compact (K0 = {z∗ ∈ Z∗ : 〈z∗, z〉 ≤ 0 ∀z ∈ K}). We now define
the preference by z ≺ z′ if and only if z − z′ ∈ K and z 6= z′. In this
case L(z) = {z′ ∈ Z : z′ 6= z, z′ − z ∈ K}. Multiobjective programs with
this preference are called generalized Pareto optimization problems. When
Z = Rm and K = Rm

− (resp. K = int Rm
−) we get Pareto (resp. weak

Pareto) optimization problems. It is easy to check that preference defined in
this way satisfies assumptions (D1)− (D3) in Definition 3.1.
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Thus we have

Corollary 3.1 Under assumptions of Theorem 3.2, there exist z∗ ∈ K0,
with z∗ 6= 0, and y∗ ∈ N(D, g(x̄)) such that

0 ∈ ∂(z∗ ◦ f)(x̄) + ∂(y∗ ◦ g)(x̄) + N(C, x̄).

Our next example considers a preference determined by an utility function.

Example 3.3 (A preference defined by an utility function) Let u : Z 7→
R ∪ {+∞} be a continuous utility function that determines the preference,
i.e., z ≺ z′ if and only if u(z) < u(z′). We need additional assumptions to
ensure the regularity of the preference which we summarize in the following
proposition.

Proposition 3.2 Let u be a continuous utility function determining the pref-
erence ≺. Suppose that the epigraph epiu of u is compactly epi-Lipschitzian
at (z̄, u(z̄)) and

lim inf
z→z̄

d(0, ∂u(z)) > 0. (5)

Then the preference is regular at z̄ and

Ñ(clL(z̄), z̄) = w∗ − lim sup
z→z̄

N(clL(z), z) = ∂∞u(z̄)
⋃

(
⋃

λ>0

λ∂u(z̄)).

Proof. Conditions (D1) and (D2) follow from the continuity of u. Since epiu
is CEL at (z̄, u(z̄)), condition (D3) follows from [27]. Relation (5) guarantees
the existence of two real numbers a > 0 and α > 0 such that

d(z, {v ∈ Z : u(z) ≤ r}) ≤ a max(0, u(z)− r) (6)

for all z ∈ B(z̄, α) and r ∈ B(u(z̄), α). Let z∗ ∈ Ñ(clL(z̄), z̄), with z∗ 6= 0.
Then there are nets zi, z

′
i → z̄, (λi) ⊂]0, +∞[ and (z∗i ) such that

λiz
∗
i → z∗, z′i ∈ clL(zi), z∗i ∈ ∂d(clL(zi), z

′
i)).

Thus, by (4), we have for each collection (L) of finite dimensional subspaces
of Z there are nets zij → zi, z∗ij → z∗i and rj, sj → 0+ such that

zij ∈ clL(zi), ‖z∗ij‖ ≤ 1 + sj

and
d(z, clL(zi))− 〈z∗ij, z − zij〉+ sj‖z − zij‖ ≥ 0
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for all z ∈ B(zij, rj) ∩ (zij + L). Since z∗ 6= 0 we obtain u(zi) = u(zij),
otherwise, by the definition of clL(zi) and the continuity of u, zij will be an
internal point of clL(zi).In this case, we obtain

−〈z∗ij, z − zij〉+ sj‖z − zij‖ ≥ 0, for z ∈ zij + L near zij,

which implies that z∗ij ∈ L>+sjBZ∗ , where L> = {v∗ ∈ Z∗ : 〈v∗, v〉 = 0 ∀v ∈
L}. Thus z∗i ∈ L> and hence λiz

∗
i ∈ L>. Since L is arbitrary, we get z∗ = 0,

and this is a contradiction. Now, invoking (6) we get

a max(0, u(z)− u(zi))− 〈z∗ij, z − zij〉+ sj‖z − zij‖ ≥ 0 (7)

for z ∈ zij + L near zij. Consider the function h1 : Z × R 7→ R ∪ {+∞}
defined by h1(z, r) = a max(0, r− u(zi)) and let h2 be the indicator function
of epiu. By relation (7), we get

h1(z, r) + h2(z, r)− 〈z∗ij, z − zij〉+ sj‖z − zij‖ ≥ 0

for z ∈ zij + L near zij and r near u(zi), which implies that (z∗i , 0) ∈ ∂(h1 +
h2)(zi, u(zi)). By the subdifferential calculus ([18], [19], [26] and [28]), we get

(z∗i , 0) ∈ ∂h1(zi, u(zi)) + ∂h2(zi, u(zi))

and as ∂h1(zi, u(zi)) = {0}×[0, a], there exists βi ∈ [0, a] such that (z∗,−βi) ∈
∂h2(zi, u(zi)) = NA(epiu, (zi, u(zi)), or equivalently, either z∗i ∈ ∂∞u(zi) or
z∗i ∈ βi∂u(zi). Thus

λiz
∗
i ∈ ∂∞u(zi) ∪ λiβi∂u(zi).

Having in mind relation (5) we get the boundedness of (λiβi) and

z∗ ∈ ∂∞u(z̄)
⋃

(
⋃

λ>0

λ∂u(z̄)).

Conversely let z∗ ∈ ∂u(z̄), with z∗ 6= 0. As epiu is CEL at (x̄, u(x̄)),

it follows ([21]) that (z∗,−1) ∈
⋃

λ>0

λ∂d((z̄, u(z̄)), epiu). Then there exist

(w∗, r∗) ∈ ∂d((z̄, u(z̄)), epiu) and λ > 0 such that (z∗,−1) = λ(w∗, r∗).
For each collection (L) of finite dimensional subspaces of Z there exist nets
zi → z̄, r∗i → r∗, z∗i → w∗ and ri, si → 0+ such that

d((z, r), epiu) + (2 + si)d(z, zi + L)− 〈z∗i , z − zi〉 − r∗i (r − u(zi))+

si[‖z − zi‖+ |r − u(zi)|] ≥ 0
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for all z ∈ B(zi, ri) and r ∈ B(u(zi), ri). Thus

(2 + si)d(z, zi + L)− 〈z∗i , z − zi〉+ si‖z − zi‖ ≥ 0

for all z ∈ clL(zi) ∩B(zi, ri). By a classical penalty argument ([7]), we have

(4 + si)d(z, clL(zi)) + (2 + si)d(z, zi + L)− 〈z∗i , z − zi〉+ si‖z − zi‖ ≥ 0

for all z near zi. Thus

z∗i ∈ (4 + si)∂d(zi, clL(zi)) + siBZ∗ + L⊥

and hence z∗ ∈ Ñ(clL(z̄), z̄). The proof of the inclusion ∂∞u(z̄) ⊂ Ñ(clL(z̄), z̄)
is similar because, as previously, z∗ ∈ ∂∞u(z̄) iff (z∗, 0) ∈ ⋃

λ>0 λ∂d((z̄, u(z̄)), epiu).♦
Using this proposition we have the following corollary of Theorem 3.2.

Corollary 3.2 Let ≺ be a preference determined by an utility function u.
Suppose that u satisfies the conditions of Proposition 3.2 with z̄ = f(x̄).
Then under the assumptions of Theorem 3.2 there exist y∗ ∈ N(D, g(x̄)) and

z∗ ∈ ∂∞u(f(x̄))
⋃

[
⋃

λ>0

λ∂u(f(x̄))], with z∗ 6= 0, such that

0 ∈ ∂(z∗ ◦ f)(x̄) + ∂(y∗ ◦ g)(x̄) + N(C, x̄).

From Theorem 3.2 we can obtain the following corollary, on necessary opti-
mality conditions for set-valued optimization problem

min
x∈X

F (x) (8)

where F : X → Y is a set-valued mapping with closed graph.
Let (x̄, ȳ) ∈ GrF . The point x̄ said to be a minimum (with respect to ȳ) to
the problem (8) related to a general preference ≺ if and only if

F (X) ∩ L(ȳ) = ∅.
Let us recall that the set-valued mapping D∗F (x, y) : Y ∗ → X∗ defined by:

D∗F (x, y)(y∗) = {x∗ ∈ X∗ : (x∗,−y∗) ∈ N(GrF ; (x, y)}
is called the coderivative of F at the point (x, y) ∈ GrF .

Corollary 3.3 Let x̄ be a minimum (with respect to ȳ) to the problem (8)
related to a general preference ≺. Suppose that ≺ is regular at ȳ. Then there
exists z∗ ∈ Ñ(clL(ȳ), ȳ) with z∗ 6= 0, such that 0 ∈ D∗F (x̄, ȳ)(z∗).
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Proof. Let f : X × Y → Y be a mapping defined by f(x, y) = y.
Consider the following multiobjective optimization problem

min
(x,y)∈GrF

f(x, y). (9)

Then x̄ is a minimum (with respect to ȳ) to the problem (8), if and only
if (x̄, ȳ) is a solution of problem (9). Using Theorem 3.2, there exist z∗ ∈
Ñ(clL(ȳ), ȳ) with z∗ 6= 0, such that

0 ∈ ∂(z∗ ◦ f)(x̄, ȳ) + N(GrF, (x̄, ȳ)

which gives 0 ∈ D∗F (x̄, ȳ)(z∗). ♦
In [25] the author got the same result, but for the case of Pareto optimum.

4 Fritz-John Lagrange multipliers

In this section, we consider the case where the set-valued mapping M in
Theorem 3.2 is not necessarily calm.

Theorem 4.1 Let x̄ be a solution to problem (P ). Suppose the preference
≺ is regular at f(x̄) and that D is CEL at g(x̄). Then there exist z∗ ∈
Ñ(cl(L(f(x̄)), f(x̄)), and y∗ ∈ N(D, g(x̄)), with (z∗, y∗) 6= 0, such that

0 ∈ ∂(z∗ ◦ f)(x̄) + ∂(y∗ ◦ g)(x̄) + N(C, x̄).

Proof. Use Theorems 3.1 and 3.2.
We have to note that the conclusion of this theorem holds under assumptions
of the previous corollaries without calmness. Namely:

Corollary 4.1 Let the assumptions of Corollary 3.2 hold without calmness
assumption. Then there exist y∗ ∈ N(D, g(x̄)) and

z∗ ∈ ∂∞u(f(x̄))
⋃

[
⋃

λ>0

λ∂u(f(x̄))], with (y∗, z∗) 6= 0, such that

0 ∈ ∂(z∗ ◦ f)(x̄) + ∂(y∗ ◦ g)(x̄) + N(C, x̄).

5 Lagrange multipliers for single-objective pro-

grams

In this section we consider problem (P ) with Z = R. Our aim here is to
give necessary optimality conditions under general assumptions.

14



Theorem 5.1 Let x̄ be a solution to problem (P ) with Z = R and L(r) =
r + R+. Suppose that
1) f is lower semicontinuous on X and g is s.c.L. at x̄;
2) the set-valued mapping M : Y 7→ X defined by M(y) = {x ∈ C : y ∈
−g(x) + D} is calm at (0, x̄);
3) either
i) epif is CEL at (x̄, f(x̄)) or
ii) C and D are CEL at x̄ and g(x̄) respectively and for all y∗ ∈ ∂d(D, g(x̄)),
with y∗ 6= 0, we have

0 /∈ ∂(y∗ ◦ g)(x̄) + ∂d(C, x̄);

4) ∂∞f(x̄) ∩ (−N(C ∩ g−1(D))) = {0}.
Then there exists y∗ ∈ N(D, g(x̄)) such that

0 ∈ ∂f(x̄) + ∂(y∗ ◦ g)(x̄) + N(C, x̄).

Proof. The case of 3) − i) is established in Jourani [20]. So it suffices
to consider case 3) − ii). Since x̄ is a solution to (P ), then 0 ∈ ∂(f +
ΨC∩g−1(D))(x̄), where ΨH denotes the indicator function of the set H. It
follows from [22] that the set C ∩ g−1(D) is CEL at x̄. Now using 4) we get
([20]) 0 ∈ ∂f(x̄) + N(C ∩ g−1(D), x̄). The proof is terminated by applying
Proposition 3.1. ♦

6 The differentiable case

In this section, we consider programs with differentiable data. A mapping
h : X 7→ Y is said to be strictly differentiable at x̄ if

lim
x,y→x̄

h(x)− h(y)−Dh(x̄)(x− y)

‖x− y‖ = 0.

To simplify we assume in our problem (P ) that C = X. Thus in the differ-
entiable case our previous results may be expressed in a simple way.

Corollary 6.1 Suppose in addition to the assumptions of Theorem 3.2 (resp.
Theorem 4.1) that f and g are strictly differentiable at x̄. Then there exist
z∗ ∈ Ñ(cl(L(f(x̄)), f(x̄)) and y∗ ∈ N(D, g(x̄)), with z∗ 6= 0 (resp. (z∗, y∗) 6=
0 ), such that z∗ ◦Df(x̄) + y∗ ◦Dg(x̄) = 0.

Corollary 6.2 In addition to the assumptions of Corollary 3.2 (resp. Corol-
lary 4.1) we suppose that f and g are strictly differentiable at x̄. Then there

exist y∗ ∈ N(D, g(x̄)) and z∗ ∈ ∂∞u(f(x̄))
⋃

[
⋃

λ>0

λ∂u(f(x̄))], with z∗ 6= 0

(resp. (z∗, y∗) 6= 0), such that z∗ ◦Df(x̄) + y∗ ◦Dg(x̄) = 0.

15



Note that if we suppose in Corollary 6.2 that u is strictly differentiable at f(x̄)
then there exist y∗ ∈ N(D, g(x̄)) and λ ≥ 0 with λ 6= 0 (resp. (λ, y∗) 6= 0),
such that

λ∇u(f(x̄)) ◦Df(x̄) + y∗ ◦Dg(x̄) = 0.

Acknowledgments. The authors are very grateful the referee for his in-
sightful remarks and suggestions.
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